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Leakage monitoring algorithm of water
supply pipe network based on
information entropy difference1

Zhixia Han2

Abstract. In order to improve the performance of leakage monitoring and reduce the con-
straint of single discrimination parameter in unit process, this paper proposes a leakage monitoring
algorithm for water supply pipe network based on information entropy difference. Firstly, the
Kalman set is used to predict the fault quickly. Secondly, the parameter fault coverage is intro-
duced. The information entropy difference is used to filter the fault. Finally, the entropy difference
of the parameter fault information is defined to complete the source leakage monitoring. The sim-
ulation results show that the fault set predicted by this algorithm has compressibility, and the set
of faults after screening retains the real fault, and has higher fault detection rate and lower false
alarm rate.
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1. Introduction

As the amount of data carried in the network increases, the survivability of the
network is increased and the loss caused by the network fault is reduced. This is of
great significance. In order to realize the timely recovery of network fault-missing
service, fast and accurate leakage monitoring and monitoring mechanism is needed.
Therefore, as an essential part of survivability research, high performance monitoring
algorithm has been a hot research topic both at home and abroad [1, 2].

The alarm obtained by the monitoring module in the network can be regarded
as an external symptom of the fault. According to the collected symptom set, the
most likely water supply network leakage collection can be predicted, and the root
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cause fault can be detected. In order to improve the monitoring performance, a fault
propagation model must be introduced to represent the causal relationship between
the fault and the symptom, because one symptom may correspond to multiple faults.

Based on the traditional monitoring methods such as monitoring loop, monitor-
ing trace and monitoring tree [3–7], good monitoring performance can be achieved.
However, the need to use additional detection wavelength to achieve leakage mon-
itoring, monitoring costs are high. Therefore, in order to reduce the consumption
of network resources for leakage monitoring, the leakage monitoring algorithm using
traffic capture symptom in the network has been extensively studied. In this kind of
algorithm, the leak detection algorithm based on Kalman set can realize the accu-
rate leakage monitoring in the network even if the symptom is not complete, which
has great advantage. The fault propagation model based on Kalman set is used
in literature [8, 9]. The leakage detection is realized by the approximate reasoning
algorithm. The monitoring performance is better, but the computation complexity
is higher. In the paper [10], a simplified Kalman set is used as the fault propagation
model. A discriminating parameter is defined as the criterion of fault diagnosis,
which reduces the computational complexity and achieves better monitoring perfor-
mance. Because of the limited parameters, it is difficult to achieve more accurate
leakage monitoring using a single discriminating parameter.

In order to improve the performance of the monitoring algorithm in the bipartite
fault propagation model, an information entropy difference based on water supply
pipe network leakage detection (IWLD) is proposed in this paper. The algorithm
divides the monitoring process into three modules: fault prediction, screening and
monitoring. First, the prediction module quickly finds the largest possible fault
set corresponding to the symptom. Then, the filter module introduces parameter
fault coverage to convert the maximum possible fault set into the signal, and uses
the information entropy difference (CS) method to eliminate the redundancy of the
signal. Finally, the entropy difference (ED) of the parameter information is defined
to identify the root cause fault. The fault detection and monitoring are completed
by several parameters respectively, and the monitoring performance is improved.

2. Fault information entropy difference monitoring algorithm

2.1. Fault prediction module

Probabilistic Weighted Bipartite Graph (PWBG) is chosen as the fault propaga-
tion model in order to achieve fast fault prediction and accurate leakage monitoring,
as shown in Fig. 1. According to PWBG, it is possible to quickly and accurately
identify all possible faults associated with the sign in the symptom set, get the
maximum possible fault set.

The maximum possible failure set is the set of all possible faults associated with
the symptom set.

Define Redundancy rate to represent percentage of the number of redundant
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faults in the largest fault collection, which is defined as shown in expression

R (HMaX) =
|HR|
|HMaX|

= 1− |FC|
|HMaX|

. (1)

Here, HMaX represents the largest possible set of failures, HR represents the set
composed of redundant faults in HMaX, and FC represent the set of real failures in
the network.

Fig. 1. Probabilistic Weighted Bipartite Graph (PWBG)

The maximum number of possible fault sets is always greater than the number
of faults actually occurred on the network, i.e., most of the failures are not actually
occurring. Therefore, it is necessary to filter the failures in the set, filter out the
possibility of less likely failure, get fewer possible number of elements of the fault set,
the maximum possible elimination of redundant faults on the monitoring algorithm
to achieve more accurate leakage damage monitoring.

2.2. Information entropy difference fault screening algo-
rithm

In order to reduce the redundancy and reduce the influence of redundancy fault
on fault judgment, we must eliminate redundant faults in the largest fault collection
as much as possible, and select the maximum fault set, screening out the fault
of larger possibility, taking the failure as a signal, the introduction of coverage as
the signal strength of the fault, the fault screening problem will be converted into
signal processing problems. Information entropy difference method can be used as a
signal processing method to achieve important information to retain the signal and
remove part of the signal or all the redundant information purposes, to achieve fault
collection screening.

Workflow of information entropy difference is shown in Fig. 2. Define the signal
strength of the corresponding fault signal as the important information, and the
signal strength of the redundant fault corresponding signal as redundant information.

(1) The first step of the entropy difference is to verify the compressibility of
the signal, i.e. to show that the processed signal contains redundant information.
The maximum fault set contains redundant faults with high redundancy, and the
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corresponding signals contain more redundant information and are compressible.
Therefore, it is reasonable to use the information entropy difference method to deal
with the fault signal.

Fig. 2. Information entropy difference workflow

(2) The second step of the information entropy difference is to obtain the observa-
tion vector value of the signal according to the observation model. The observation
model mainly uses the perceptual matrix Φ to project the signal and obtain the ob-
served vector value of the signal. It is the key to improve the filtering performance of
the perceptual screening method by designing the appropriate sensing matrix so that
the observed vector values contain both the important information of the original
signal and the redundant information as much as possible.

Set the signal intensity threshold αSI, the design of the sense matrix, to retain
fault signal of the original signal (x = (x1, x2, ..., xn)), whose signal strength is higher
than the threshold. Here, αSI is obtained from (2), in which, µ (0 ≤ µ ≤ 1) is the
scale factor, the size of αSI being under flexible control.

αSI = µ ·Max {x1, x2, ..., xn} . (2)

Since the diagonal matrix is multiplied by the target matrix, the size of the
elements within the target matrix can be scaled. Thus, a diagonal matrix A (A =
diag (a1, a2, ..., an)) may be introduced as the perceptual matrix Φ of the original
signal x = (x1, x2, ..., xn). The diagonal matrix element values are given by equation
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(3) below. According to the designed perceptual matrix Φ = A, the observation
vector y of the original signal x can be obtained by equation (4).

ai =

{
1, xi ≥ αSI

0, xi ≥ αSI

}
. (3)

(3) The third step of the information entropy difference is to reconstruct the
original signal value according to the observation vector y. As shown in equation
(2), in all cases which meet y = Φx to find the sparsest characteristics of the signal
x′ is the demand, which meet the requirements of the collection, x′ has the minimum
number of non-zero elements.

The set of fault components corresponding to non-zero elements in the recon-
structed signal x′ is called the filtered fault set HS. Use the filtered fault set HS.

The true fault coverage η (HS) and redundancy of the set R (HS) is used to
observe the performance of the screening algorithm. The calculation of η (HS) and
R (HS) is shown in equation (4) and equation (5), HRS being a set of redundancy
fault components in HS and FCS

being a set of real faults in HS.

η (HS) =
|HS| − |HRS|
|FC|

=
|FCS |
|FC|

, (4)

R (HS) =
|HRS

|
|HS|

= 1− |FCS
|

|HS|
. (5)

The larger the number η (HS), the more important information that HS repre-
sents the original fault collection HMax will contain. Expression η (HS) = 1 means
that all important information of HMax is retained in HS. In contrast to R (HMax),
the smaller R (HS) is, the less number of redundant faults, the better the perfor-
mance of the filtering algorithm, and when R (HS) = 0, there is no redundant fault
in HS.

2.3. Leakage monitoring module based on fault information
entropy difference monitoring algorithm

Because there may be multiple faults with maximum coverage, the possible fault
set after filtering contains multiple possible failures. At this point, the use of cover-
age as a discriminating parameter for leakage monitoring is highly likely to lead to
misjudgment of the situation. Therefore, it is necessary to introduce new reasonable
parameters for leakage monitoring. This module defines the information entropy
difference ∆H (f) of the fault f and uses it as the discriminating parameter. A leak-
age monitoring algorithm based on information entropy difference is proposed. The
following theoretical analysis shows that the use of information entropy difference
∆H (f) as a discriminating parameter is reasonable.

When a symptom occurs in the network, it will provide a certain amount of
information about the fault associated with it. Information Entropy is the average
amount of information provided by a number of indications associated with a failure.
The greater the amount of information is, indicating that the greater the uncertainty
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of the variable is the failure to determine the probability of failure that will be less
likely.

In order to analyze the reasonability of fault information entropy difference as
the parameter of fault judgment, the following two parameters are defined: ideal
information entropy and actual information entropy.

The ideal information entropy of the fault f is the information entropy of the
fault f in the ideal case, that is, all the symptoms associated with the fault f occur.
The calculation of the ideal information entropy H1 (f) is shown in the equatio.

H1 (f) = −
∑

si∈S(f)
⋂

SO

p (f |si ) log p (f |si ) . (6)

Here, S (f) is a corresponding set of signs to f , the network can all be shown
outside the signs of the set SO, that p (f |si ) can be obtained through the Bayes
formula

p (f |si ) =
p (f) p (si |f )∑

fj∈F p (fj) p (si |fj )
. (7)

The actual information entropy of the fault f is the information entropy gath-
ered by f the symptom set SN in the real situation. The calculation of the actual
information entropy H2 (f) is shown in the expression

H2 (f)−
∑

sI∈S(f)
⋂

S

p (f |si ) log p (f |si ) . (8)

The smaller the information entropy difference ∆H (f) = H1 (f)−H2 (f) of the
fault f is, the closer the greater the probability of occurrence of the fault f to the
ideal condition is, therefore, the information entropy difference ∆H (f) of the fault
f can be used as a parameter in the leakage monitoring judgment.

2.4. Simulation and result analysis

In this paper, a fault prediction module and a fault screening module are added to
the proposed algorithm. Among them, the failure prediction module quickly predicts
the maximum possible fault set HMax, and calculates the redundancy. Fault filtering
module outputs possible filtered fault sets HS and filters algorithm performance.
When the scale factor µ = 0, that HMax is not actually screening for treatment; at
that time 0<µ ≤ 1, HMax was the corresponding screening to be filtered after the
possible failure of the collection HS. The algorithm is IWLD, and the comparison
algorithm is MCA [10] and BSD [11].

In order to observe the performance of the algorithm in different random net-
works, 10 random networks are generated, and 50 valid single fault cases are gener-
ated in each network. The input of each case algorithm is Si, the output is the fault
hypothesis collection H, the detection rate DR (Si) , DR (Si) = |H

⋂
FC| / |FC|, and

the false positive rate FPR (Si) , FPR (Si) = |H − FC| / |H|. In addition, in order to
observe the performance of the filter module, this algorithm outputs the maximum
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possible fault set redundancy RSi (HMaX), possible fault set redundancy RSi (HS)
and fault coverage ηSi (HS) under different scale factors.

Suppose the number of cases in each network is n, the output fault detec-
tion rate DR (Neti) =

∑n
j=1DR (Sj) /n, the error detection rate FPR (Neti) =∑n

j=1 FPR (Sj) /n, the algorithm outputs the maximum possible fault set redun-
dancy RNeti (HMaX) =

∑n
j=1RSj

(HMaX)
/
n, the probability of failure aggrega-

tion under different scale factors RNeti (HS) =
∑n

j=1RSj
(HS)

/
n, fault coverage

ηNeti (HS) =
∑n

j=1 ηSj
(HS)

/
n.

Suppose that the number of random networks is m, the final output is: fault
detection rate DR =

∑m
i=1DR (Neti) /m, fault detection rate variance VDR =∑m

i=1 {DR (Neti)−DR}2
/
m, fault false detection rate FPR =

∑m
i=1 FPR (Neti) /m.

In addition, the proposed algorithm can output the maximum possible fault set re-
dundancy R (HMaX) =

∑m
i=1RNeti (HMaX) /m, the possible failure set redundancy

under different scale factors R (HMaX) =
∑m

i=1RNeti (HMaX) /m and fault coverage
η (HS) =

∑m
i=1 ηNeti (HS)

/
m.

2.5. Simulation results and analysis

Figure 3 shows the filtered fault set redundancy degree under different scale
factors. For µ = 0, the value of R (HMaX) is 83.34% ∼ 94.67%, the mean 90.84%.
For µ = 0.2, the value of R (HMaX) is 80.79% ∼ 88.98%, with an average of 86.70%.
For µ = 0.4, the value of R (HMaX) is between 70.10% and 79.49%, the mean value
is 76.77%. For µ = 0.6, the value of R (HMaX) is 55.01% ∼ 67.53%, the mean is
63.50%. For µ = 0.8, the value R (HMaX) was between 42.22% and 56.26% with
the mean value of 50.56%. Finally, for µ = 1, the value of R (HMaX) is in the range
34.41% ∼ 41.35%, the mean is 37.97%.

It can be seen that HMaX has a high redundant fault, the corresponding signal
contains more redundant information is with compressibility. In the screening algo-
rithm, with the increase of the scale factor, the redundancy of the possible fault set
is reduced.

Fig. 3. Faults set redundancy degree after filtering at any scale factor
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Table 1 shows the true fault coverage η (HS) for the possible fault sets HS after
filtering. It can be seen from Table 1, in different network sizes, the value of η (HS)
is 1 and HS can keep true failure. This is because the real fault always has the
largest coverage, and at any scale factor, the real fault can always be preserved.

Table 1. HS set true fault coverage (η (HS)

Network
nodes

20 25 30 35 40 45 50 55 60 65 70 75 80 85 90

η (HS) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

3. Leakage monitoring performance analysis

Because when µ = 1.0, HS not only has the smallest redundancy, but also can
keep the true breakdown, has the best screening performance. Therefore, the algo-
rithm in this paper under µ = 1.0, conduct fault screening and monitoring, and get
monitor the results.

Figure 4 comparisons for the three kinds of algorithms fault detection rate. As
shown in the figure, the proposed IWLD algorithm fault detection rate from 94.2% ∼
97.4%, mean is 96.17%. BSD algorithm fault detection rate from 91.6% to 97.4%,
mean is 94.6%. The failure detection rate of MCA algorithm is between 73.2% and
89.8%, mean value is 79.39%. It can be seen that the IWLD algorithm has the
highest fault detection rate, the BSD algorithm has a lower fault detection rate and
the MCA algorithm has the lowest detection rate.

Figure 5 shows the comparison of the three algorithms ’fault detection rate vari-
ance in different networks, and shows the stability of the three algorithms’ fault
detection in different random networks. As shown in the figure, IWLD algorithm
fault detection rate variance is between 0.00040 ∼ 0.00276, mean 0.00095. BSD
algorithm fault detection rate variance is between 0.00038 ∼ 0.00264, mean 0.00138.
MCA algorithm fault detection rate variance is between 0.00008 ∼ 0.00546, mean
0.00299. IWLD algorithm and BSD algorithm are almost equal to zero. Overall,
IWLD algorithm is more stable than BSD algorithm, that is, the stability of fault
detection rate is higher in different random networks. In contrast, MCA algorithm
stability is relatively low.

Figure 6 presents the three kinds of algorithm error rate comparison. As shown
in the figure, IWLD algorithm fault error detection rate of 2.6% to 5.8%, mean
value 3.83%. BSD algorithm error rate is between 16.16% ∼ 23.25%, mean value
is 20.65%. The error rate of MCA algorithm is between 10.2% ∼ 27.2%, and the
mean is 20.61%. IWLD algorithm has the lowest false alarm rate, BSD and MCA
algorithms have higher false alarm rate. This is because IWLD algorithm has taken
the initial screening of faults, to a large extent reduced the redundant fault on the
impact of leakage monitoring.



LEAKAGE MONITORING ALGORITHM 435

Fig. 4. Fault detection rate

Fig. 5. Fault detection rate variance

Fig. 6. Failure false alarm rate

4. Conclusions

In this paper, a water supply pipe network leakage monitoring algorithm based
on information entropy difference is proposed. Firstly, the Kalman set of the al-
gorithm is used in the prediction module to get the prediction result. Secondly,
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the parameter fault coverage is introduced into the filtering module. The fault set
is transformed into the signal, and the redundancy of the signal is eliminated by
the information entropy difference. Lower redundancy fault set is got; finally, the
parameter information entropy difference is defined as the criterion of fault detec-
tion, and the root fault collection is monitored. The simulation results show that
the proposed algorithm can stably show high fault detection rate in different ran-
dom networks and greatly reduce the false detection rate. In order to obtain more
accurate monitoring performance, it is necessary to find a better combination of pa-
rameters in the monitoring algorithm of information entropy, which will be a further
step of future research work.
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